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EXPERIMENT NO:1
AMPLITUDE MODULATION

AIM: Designing amplitude modulation using SIMULINK.

THEORY: 
Amplitude modulation (AM) is a modulation technique used in electronic communication, most commonly for transmitting messages with a radio wave. In amplitude modulation, the amplitude (signal strength) of the carrier wave is varied in proportion to that of the message signal, such as an audio signal. This technique contrasts with angle modulation, in which either the frequency of the carrier wave is varied, as in frequency modulation, or its phase, as in phase modulation.AM was the earliest modulation method used for transmitting audio in radio broadcasting.

BLOCK DIAGRAM:
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RESULTS:

MESSAGE SIGNAL
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CARRIER SIGNAL 
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MODULATED SIGNAL
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RESULT:
Design of Amplitude Modulation using SIMULINK is obtained and the output waveform is plotted.













EXPERIMENT - 2
Amplitude Modulation – DSB - SC

AIM:  Design a DSB - SC Amplitude Modulated signal using Simulink.

THEORY:  Double-sideband suppressed-carrier transmission (DSB-SC) is transmission in which frequencies produced by amplitude modulation (AM) are symmetrically spaced above and below the carrier frequency and the carrier level is reduced to the lowest practical level, ideally being completely suppressed. In the DSB-SC modulation, unlike in AM, the wave carrier is not transmitted; thus, much of the power is distributed between the side bands, which implies an increase of the cover in DSB-SC, compared to AM, for the same power use. DSB-SC transmission is a special case of double-sideband reduced carrier transmission. It is used for radio data systems. This mode is frequently used in Amateur radio voice communications, especially on High-Frequency bands.
DSB-SC is generated by a mixer. This consists of a message signal multiplied by a carrier signal. The mathematical representation of this process is shown below, where the product-to-sum trigonometric identity is used.
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BLOCK DIAGRAM:
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OUTPUT:
MESSAGE SIGNAL
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CARRIER SIGNAL
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DSB - SC MODULATED SIGNAL
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RESULT:  The design of DSB - SC amplitude modulation was simulated using Simulink. The output waveform was plotted. 
EXPERIMENT - 3
Amplitude Modulation – SSB

AIM:  Design a SSB Amplitude Modulated signal using Simulink.
THEORY:  In radio communications, single-sideband modulation (SSB) or single-sideband suppressed-carrier modulation (SSB-SC) is a type of modulation used to transmit information, such as an audio signal, by radio waves. A refinement of amplitude modulation, it uses transmitter power and bandwidth more efficiently. Amplitude modulation produces an output signal the bandwidth of which is twice the maximum frequency of the original baseband signal. Single-sideband modulation avoids this bandwidth increase, and the power wasted on a carrier, at the cost of increased device complexity and more difficult tuning at the receiver. SSB Modulation must be done at a low level and amplified in a linear amplifier where lower efficiency partially offsets the power advantage gained by eliminating the carrier and one sideband. Nevertheless, SSB transmissions use the available amplifier energy considerably more efficiently, providing longer-range transmission for the same power output. In addition, the occupied spectrum is less than half that of a full carrier AM signal.
SSB reception requires frequency stability and selectivity well beyond that of inexpensive AM receivers which is why broadcasters have seldom used it. In point-to-point communications where expensive receivers are in common use already, they can successfully be adjusted to receive whichever sideband is being transmitted.

BLOCK DIAGRAM:
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OUTPUT:
MESSAGE SIGNAL
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CARRIER SIGNAL
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SSB MODULATED SIGNAL
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RESULT:  The design of SSB amplitude modulation was simulated using Simulink. The output waveform was plotted. 









EXPERIMENT NO:4
AMPLITUDE DEMODULATION

AIM: Design amplitude demodulation using Simulink. 

THEORY: Demodulation is a key process in the reception of any amplitude modulated signals whether used for broadcast or two-way radio communication systems. Demodulation is the process by which the original information bearing signal, i.e, the modulation is extracted from the incoming overall received signal.

BLOCK DIAGRAM:
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MESSAGE SIGNAL
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CARRIER SIGNAL
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MODULATED SIGNAL
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DEMODULATED SIGNAL
[image: ]

RESULT: Design of amplitude demodulation using Simulink is obtained and the output waveform is plotted.
EXPERIMENT NO:5
AM-OVER MODULATION

AIM: Designing AM over-modulation using SIMULINK.

THEORY: 
Over-modulation is the condition that prevails in telecommunication when the instantaneous level of the modulating signal exceeds the value necessary to produce 100% modulation of the carrier. In the sense of this definition, it is almost always considered a fault condition. In layman's terms, the signal is going "off the scale”. Over-modulation results in spurious emissions by the modulated carrier, and distortion of the recovered modulating signal. This means that the envelope of the output waveform is distorted. Although over-modulation is sometimes considered permissible, it should not occur in practice; a distorted waveform envelope will result in a distorted output signal of the receiving medium.
.

BLOCK DIAGRAM:
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RESULTS:
MESSAGE SIGNAL
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CARRIER SIGNAL 
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OVER-MODULATED SIGNAL
[image: ]

RESULT:
Design of AM over-modulation using SIMULINK is obtained and the output waveform is plotted.
















EXPERIMENT NO:6
FREQUENCY MODULATION

AIM: Design frequency modulation using Simulink
THEORY: Modulation is the process by which information is encoded from a message source in order to optimize it for transmission. Frequency Modulation (FM) is the encoding of information in a carrier wave by changing the instantaneous frequency of the wave. FM technology is widely used in the fields of computing, telecommunications, and signal processing.
BLOCK DIAGRAM:
[image: ]
MESSAGE SIGNAL:
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FM MODULATED SIGNAL:
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RESULT: Design of frequency modulation using Simulink is obtained and the output waveform is plotted.









EXPERIMENT 7
FREQUENCY DEMODULATION

AIM: Design frequency demodulation using Simulink

THEORY: FM demodulation is a key process in the reception of a frequency modulated signal. Once the signal has been received, filtered and amplified, it is necessary to recover the original modulation from the carrier. It is this process that is called demodulation or detection.
BLOCK DIAGRAM:
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INPUT WAVE
[image: ]
FM MODULATED WAVE
[image: ]
FM DEMODULATED WAVE
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RESULT: Design of frequency demodulation using Simulink is obtained and the output waveform is plotted.
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EXPERIMENT -8
Amplitude Shift Keying -Modulation

AIM: Design amplitude shift keying (ASK) modulation signal using Simulink

THEORY: Amplitude shift keying is a modulation process, which imparts to a sinusoid two or more discrete amplitude levels. These are related to the number of levels adopted by the digital message. For a binary message sequence there are two levels, one of which is typically zero. The data rate is a sub-multiple of the carrier frequency. Thus, the modulated waveform consists of bursts of a sinusoid. One of the disadvantages of ASK, compared with FSK and PSK, for example, is that it has not got a constant envelope. This makes its processing (e.g., power amplification) more difficult, since linearity becomes an important factor. However, it does make for ease of demodulation with an envelope detector. 

BLOCK DIAGRAM:
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[bookmark: _Hlk79496286]Carrier Waveform:
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Pulse Waveform:
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ASK Waveform:
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RESULT: The design of ASK modulation has been simulated using Simulink and output waveform is plotted.   












EXPERIMENT 9
ASK DEMODULATION

AIM: To demodulate amplitude shift keyed (ASK)signal using MATLAB Simulink.
THEORY: Amplitude shift keying - ASK - is a modulation process, which imparts to a sinusoid two or more discrete amplitude levels. These are related to the number of levels adopted by the digital message. For a binary message sequence there are two levels, one of which is typically zero. The data rate is a sub-multiple of the carrier frequency. Thus, the modulated waveform consists of bursts of a sinusoid. One of the disadvantages of ASK, compared with FSK and PSK, for example, is that it has not got a constant envelope. This makes its processing (eg, power amplification) more difficult, since linearity becomes an important factor. However, it does make for ease of demodulation with an envelope detector. ASK signal has a well-defined envelope. Thus, it is amenable to demodulation by an envelope detector. Some sort of decision-making circuitry is necessary for detecting the message. The signal is recovered by using a correlator and decision-making circuitry is used to recover the binary sequence.  
BLOCK DIAGRAM
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INPUT WAVE
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CARRIER WAVE
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ASK MODULATED WAVE
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ASK DEMODULATED WAVE
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RESULT
ASK demodulation performed in Simulink and demodulated wave is plotted.



 


EXPERIMENT -10
Frequency Shift Keying -Modulation

AIM: Design Frequency shift keying (FSK) modulation signal using Simulink

THEORY: Frequency-shift keying (FSK) is a frequency modulation scheme in which digital information is transmitted through discrete frequency changes of a carrier wave. The simplest FSK is binary FSK (BFSK). BFSK uses a pair of discrete frequencies to transmit binary (0s and 1s) information. With this scheme, the "1" is called the mark frequency and the "0" is called the space frequency. In binary FSK system, symbol 1 & 0 are distinguished from each other by transmitting one of the two sinusoidal waves that differ in frequency by a fixed amount.

BLOCK DIAGRAM:
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RESULT: The design of FSK modulation has been simulated using Simulink and output waveform is plotted.   














EXPERIMENT 11
FSK DEMODULATION
AIM: To demodulate frequency shift keyed (FSK) signal using MATLAB Simulink.
THEORY:  Frequency Shift Keying FSK is the digital modulation technique in which the frequency of the carrier signal varies according to the digital signal changes. FSK is a scheme of frequency modulation.

The output of a FSK modulated wave is high in frequency for a binary High input and is low in frequency for a binary Low input. The binary 1s and 0s are called Mark and Space frequencies. There are different methods for demodulating a FSK wave. The main methods of FSK detection are asynchronous detector and synchronous detector. The synchronous detector is a coherent one, while asynchronous detector is a non-coherent one.

Asynchronous FSK Detector
The block diagram of Asynchronous FSK detector consists of two band pass filters, two envelope detectors, and a decision circuit.
Synchronous FSK Detector
The block diagram of Synchronous FSK detector consists of two mixers with local oscillator circuits, two band pass filters and a decision circuit.

BLOCK DIAGRAM
[image: ]
OUTPUT

[image: ]

RESULT: FSK demodulation performed in Simulink and resulting graphs are plotted









EXPERIMENT 12
QPSK MODULATION

AIM: To design QPSK modulation using Simulink and plot constellation diagram.
THEORY: QPSK (Quadrature Phase Shift Keying) is an M‐ary encoding scheme where N = 2 and M= 4. It has twice the bandwidth efficiency of the BPSK, since two bits are transferred    in a single symbol. The phase of the signal will take one of the four equally spaced values such as 0, pi/2, pi, 3pi/2 [or] pi/4, 3pi/4, 5pi/4, 7pi/4.
Unipolar binary sequence is converted to bipolar NRZ sequence. The bit stream M(t) is split in to two-bit streams MI(t) and MQ(t).
– MI(t) -In phase streams (or) Even Stream
– MQ(t)-Quadrature streams (or) Odd Stream
The binary sequences are modulated separately using Ø1(t) and Ø2(t). Two BPSK signals are obtained and on adding them we get QPSK.
BLOCK DIAGRAM
     [image: ]




INPUT WAVE
[image: ]
QPSK MODULATED WAVE
[image: ]

CONSTELLATION DIAGRAM
[image: ]
RESULT
QPSK modulation performed in Simulink. Input wave, QPSK Modulated wave and constellation diagrams are plotted.

 









EXPERIMENT 13
QPSK DEMODULATION
AIM: To design QPSK demodulation using Simulink
THEORY: The qpsk modulated signal xi(t) is passed through an AWGN channel of zero mean and variance N0/2. The received signal is y(t)=xi(t)+n(t)
For demodulation this received signal is multiplied by each of the basis functions Ø1(t) and Ø2(t) and then integrated. The correlation outputs are y1 and y2 which are compared with a threshold T.If y1>0,d1=1 and if y1<0,d1=0
Similarly, If y2>0,d2=1 and if y2<0,d2=0.These deducted bits are passed through a multiplexer to get the binary data.

BLOCK DIAGRAM


[image: ]







INPUT WAVE
[image: ]
QPSK MODULATED WAVE
[image: ]



QPSK DEMODULATED WAVE
[image: ]

RESULT
QPSK demodulation is performed using Simulink. The demodulated wave is exactly same as input signal. 









EXPERIMENT NO: 14
MINIMUM VARIANCE UNBIASED ESTIMATOR


AIM: Write a program to perform minimum variance unbiased estimator (MVUE).

THEORY: In statistics a minimum-variance unbiased estimator (MVUE) or uniformly minimum-variance unbiased estimator (UMVUE) is an unbiased estimator that has lower variance than any other unbiased estimator for all possible values of the parameter. For practical statistics problems, it is important to determine the MVUE if one exists, since less-than-optimal procedures would naturally be avoided, other things being equal. This has led to substantial development of statistical theory related to the problem of optimal estimation. While combining the constraint of unbiasedness with the desirability metric of least variance leads to good results in most practical settings—making MVUE a natural starting point for a broad range of analyses—a targeted specification may perform better for a given problem; thus, MVUE is not always the best stopping point.

PROGRAM:
f_a=4000;
f=100;
t=(0:1/f_a:0.02);
a=sin(2*pi*f*t);
v=sqrt(2)*randn(size(a));
theta=[1,5,10,50];
for i=1:4
 y=theta(i)*a+v;
 theta_mvue=y'*a/(a'*a);
 subplot(2,2,i)
 plot(t,y)
end


Output Waveform:

[image: Graphical user interface, chart, line chart, histogram

Description automatically generated]

RESULT: The program on the minimum variance unbiased estimator was performed using matlab and the output waveform is plotted.




EXPERIMENT NO: 15
MAXIMUM LIKELIHOOD ESTIMATION

AIM: Write a program to perform maximum likelihood estimation (MLE)

THEORY: In statistics, maximum likelihood estimation (MLE) is a method of estimating the parameters of a probability distribution by maximizing a likelihood function, so that under the assumed statistical model the observed data is most probable. The point in the parameter space that maximizes the likelihood function is called the maximum likelihood estimate. The logic of maximum likelihood is both intuitive and flexible, and as such the method has become a dominant means of statistical inference. If the likelihood function is differentiable, the derivative test for determining maxima can be applied. In some cases, the first-order conditions of the likelihood function can be solved explicitly; for instance, the ordinary least squares estimator maximizes the likelihood of the linear regression model. Under most circumstances, however, numerical methods will be necessary to find the maximum of the likelihood function. From the vantage point of Bayesian inference, MLE is a special case of maximum a posteriori estimation (MAP) that assumes a uniform prior distribution of the parameters. In frequentist inference, MLE is a special case of an extremum estimator, with the objective function being the likelihood.

PROGRAM: 
mu = 1; % Population parameter
n = 1e3; % Sample size
ns = 1e4; % Number of samples
rng('default') % For reproducibility
samples = exprnd(mu,n,ns); % Population samples
means = mean(samples); % Sample means
[phat,pci] = mle(means)
numbins = 50;
histogram(means,numbins,'Normalization','pdf')
hold on
x = min(means):0.001:max(means);
y = normpdf(x,phat(1),phat(2));
plot(x,y,'r','LineWidth',2)

[image: ]
RESULT: The program on the maximum likelihood estimation was performed using MATLAB and the output waveform is plotted.










EXPERIMENT 16
HAMMING CODE
AIM: Generate hamming code algorithm that can correct any single-bit error, or detect all single-bit and two-bit errors. 
THEORY:  A Hamming code is a specific type of error correcting code that allows the detection and correction of single bit transmission errors.
 Hamming codes work by repeatedly reading four message bits, which we denote by m1, m2, m3, m4, and then inserting three parity bits, which we denote by p1, p2, and p3. If any one of these seven bits is corrupted during transmission, the receiver can detect the error and recover the original four message bits intact. This is called single bit error correction because at most one bit can be corrected per unit of data sent. 
Hamming (7,4) is a linear error-correcting code that encodes four bits of data into seven bits by adding three parity bits. This algorithm can correct any single-bit error, or detect all single-bit and two-bit errors.















PROGRAM

[image: ]
[image: ]
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OUTPUT
[image: ][image: ]





MESSAGE

[image: ]
ENCODING
[image: ]
DECODING
[image: ]
[image: ]
[image: ]
RESULT
Encoding and decoding of Hamming code is performed using MATLAB code
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